Fluid-structure interaction of a pulsatile flow with an aortic valve model: A combined experimental and numerical study
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Abstract
The complex fluid-structure interaction problem associated with the flow of blood through a heart valve with flexible leaflets is investigated both experimentally and numerically. In the experimental test rig, a pulse duplicator generates a pulsatile flow through a biomimetic rigid aortic root where a model of aortic valve with polymer flexible leaflets is implanted. High-speed recordings of the leaflets motion and particle image velocimetry measurements were performed together to investigate the valve kinematics and the dynamics of the flow. Large eddy simulations of the same configuration, based on a variant of the immersed boundary method, are also presented. A massively parallel unstructured finite-volume flow solver is coupled with a finite-element solid mechanics solver to predict the fluid-structure interaction between the unsteady flow and the valve. Detailed analysis of the dynamics of opening and closure of the valve are conducted, showing a good quantitative agreement between the experiment and the simulation regarding the global behavior, in spite of some differences regarding the individual dynamics of the valve leaflets. A multicycle analysis (over more than 20 cycles) enables to characterize the generation of turbulence downstream of the valve, showing similar flow features between the experiment and the simulation. The flow transitions to turbulence after peak systole, when the flow starts to decelerate. Fluctuations are observed in the wake of the valve, with maximum amplitude observed at the commissure side of the aorta. Overall, a very promising experiment-vs-simulation comparison is shown, demonstrating the potential of the numerical method.

KEYWORDS
aortic valve, fluid-structure interaction, flexible leaflets, immersed boundary method, large eddy simulation, multi-cycle analysis, particle image velocimetry, turbulence, unstructured fluid solver

1 | INTRODUCTION

The aortic heart valve separates the left ventricle from the aorta. It is composed of 3 thin flexible leaflets that open and close passively during the cardiac cycle, preventing blood from flowing back into the left ventricle and thus ensuring an unidirectional blood flow through the cardiovascular system. Aortic valves may degenerate and lead to either insufficiency.
or stenosis, which can cause the death of the patient if not treated. Usually, medication is not a sufficient treatment option, and the diseased aortic valve needs to be replaced by a prosthesis.

During the cardiac cycle, blood exerts a continuous loading on the aortic valve, which experiences compression, stretching, and bending stresses. Conversely, the interaction of the pulsatile blood flow with the valve flexible leaflets gives rise to complex flow structures in the vicinity of the valve, which could eventually lead to transition to turbulence. Assessing these complex structural and flow features could not only ultimately allow to improve the understanding of the degeneration process leading to aortic valve calcification but also drastically help the design of aortic valve prostheses. Indeed, many ex vivo studies suggest that mechanical factors such as pressure, leaflets tension, and fluid shear stresses play an important role in the activation of the inflammatory pathways leading to the aortic valve calcification. Likewise, mechanical features such as valve durability, transvalvular pressure gradient, valve regurgitation, flow turbulence, fluid shear stresses, blood stagnation, and flow separation regions have been pointed out as being relevant indicators to evaluate the performances of aortic valve prostheses.

Assessing such detailed mechanical features is hardly feasible by experimental means, whereas numerical simulation constitutes a powerful tool which provides a full access to the details of the flow and mechanical quantities of interest, such as the turbulent characteristics of the flow or the stresses undergone by the valve leaflets. As a result, important research efforts have been made on the fluid-structure interaction (FSI) modeling of flexible native and prosthetic aortic valves, either by developing dedicated FSI models or by using commercial FSI software packages. Such models however need to be supported by experimental data to establish the validity and reliability of the numerical results. Nonetheless, as pointed out by Kheradvar et al., there are still very few experimental validations of FSI model frameworks regarding flexible native or prosthetic aortic valves. Two main limitations are highlighted by Kheradvar et al.: the ability of FSI model frameworks to perform multiple cardiac cycles, probably due to the high computational cost of such FSI computations, and the difficulty to simulate the contact between the thin deformable leaflets when the valve is fully closed.

One of the main challenges when attempting to establish a proper FSI valve model is thus to be able to effectively handle the complex interaction of the flexible valve leaflets with the pulsatile blood flow. The present paper aims at demonstrating that such a complex interaction can be handled using the immersed thick boundary method (ITBM), previously developed by Sigüenza et al. In this previous work, the ITBM was described and extensively validated on a wide variety of FSI benchmark test cases and was finally used to compute the interaction of a pulsatile flow with a flexible trileaflet aortic valve at a moderate Reynolds number ($Re = 4500$). Such complex FSI computations however require further validation and thus need to be supported by experimental data, as pointed out before. One difficulty regarding the validation of solvers dedicated to aortic valve applications is the diversity of challenges met: (1) The geometry and the flow are complex; (2) there are FSIs between the valve leaflets and the blood; (3) the Reynolds number is sufficiently high to yield turbulence transition or at least intermittency; (4) the aorta is deformable; (5) blood and valves (either native or bioprosthetic valves) are biological materials whose characterization is far from trivial.

In the present study, experimental data are generated thanks to a bio-inspired experimental test rig which attempts to mimic the interaction of the blood flow with the aortic valve, namely, a pulsatile flow driving a model of aortic valve to alternatively open and close at a moderate Reynolds number. It must however be emphasized that such a configuration does not attempt to perfectly reproduce the physiological flow conditions which the aortic valve is subjected to, neither to faithfully model the anisotropic and nonlinear material properties of the aortic valve tissue nor the non-Newtonian behavior of the blood. In particular, the valve is not made of biological material but is made of polyurethane. The objective is to set up a well-controlled experimental configuration easy to model and simulate, to perform a meaningful experiment-vs-simulation comparison, and thus effectively validate FSI numerical methods. This comparison between the simulation and the experiment includes: (1) the global and detailed dynamics of the valve, whose motion is experimentally recorded using a high-speed camera; (2) the flow field in the vicinity of the valve, which is experimentally reconstructed by means of particle image velocimetry (PIV) measurements; (3) the turbulence of the flow downstream of the valve, which is characterized by performing a multicycle analysis (over 24 cycles).

## Materials and Methods

### 2.1 Numerical method

The FSI model used in the present study is based on the ITBM, which is presented and extensively validated in Sigüenza et al. The ITBM was adapted from the original immersed boundary method (IBM) introduced by Peskin to deal with
three-dimensional membranes having a finite thickness. The computational domain is decomposed into the solid part (ie, the valve) and the fluid part, which are both discretized with independent meshes. The mechanics of the valve is solved on a Lagrangian mesh allowed to move to follow the valve displacements, whereas the fluid motion is solved on a fixed Eulerian unstructured mesh. The different steps of the ITBM are the following:

1. The mechanical force \( \vec{F} \) resulting from the valve deformation is calculated on the Lagrangian mesh.
2. The volumetric force \( \vec{f} \), which represents the force exerted by the valve on the fluid, is calculated by regularizing the mechanical force \( \vec{F} \) on the Eulerian mesh:

\[
\vec{f}(\vec{x}, t) = \int_{\Omega_s} \vec{F}(\vec{X}, t) \delta(\vec{x} - \vec{X}) dX,
\]

where \( \vec{x} \) and \( \vec{X} \), respectively, denote the coordinates vectors of the Eulerian nodes and Lagrangian nodes, \( \Omega_s \) denotes the solid domain defining the valve, and \( \delta \) is the well-known Dirac function.
3. The Navier-Stokes equations (forced by the regularized mechanical forces) are solved on the Eulerian mesh, yielding the velocity of the fluid \( \vec{v} \).
4. The velocity of the valve \( \vec{V} \) is calculated by interpolating the fluid velocity \( \vec{v} \) on the Lagrangian mesh:

\[
\vec{V}(\vec{X}, t) = \int_{\Omega_f} \vec{v}(\vec{x}, t) \delta(\vec{x} - \vec{X}) dx,
\]

where \( \Omega_f \) denotes the fluid domain.

The Dirac function \( \delta \) used in the procedures of regularization and interpolation of steps (2) and (4) is numerically represented by a smooth discrete Dirac function,\(^{33}\) which is adapted to unstructured meshes using the reproducing kernel particle method.\(^{31,34,35}\) Imposing the exact impermeability of the valve leaflets treated through the IBM framework is challenging. Indeed, interpolation procedures induce small leakage of the flow through the leaflets. Moreover, there is no particular treatment performed to solve the contact between the flexible leaflets during the valve closure. The present ITBM intrinsically prevents any penetration of the leaflets, the minimum gap between the leaflets depending on the size of the support of the discrete Dirac function, which is typically chosen as being 4 times the fluid mesh resolution \( h \).

The computation of the mechanical force \( \vec{F} \) is performed by the in-house LMGC90 solid mechanics solver,\(^{36}\) using the classical finite-element method. In the present work, a quasi-incompressible Neo-Hookean material is used to model the valve, defined by its strain energy function:

\[
W = \frac{G}{2} (I_1 - 3) + \frac{K}{2} (\ln J)^2,
\]

(1)

where \( G \) and \( K \) are the shear modulus and the bulk modulus, respectively. \( I_1 \) is the first invariant of the isochoric right Cauchy-Green deformation tensor \( \bar{C} \), and \( J \) is the Jacobian of the transformation. Provided that fluid and solid densities are of the same order of magnitude, and that the thickness of the valve is small enough, the inertia of the valve can be neglected.

The in-house YALES2BIO flow solver is used to solve the forced Navier-Stokes equations over the Eulerian unstructured mesh using a projection method.\(^{37}\) The momentum conservation equations reads

\[
\frac{\partial \vec{v}}{\partial t} + \vec{\nabla}.(\vec{v} \otimes \vec{v}) = -\frac{\vec{v}p}{\rho} + \nu \Delta \vec{v} + \vec{f}.
\]

(2)

where \( \vec{v} \) and \( p \) are the velocity vector and pressure, \( \rho \) the density, and \( \nu \) the kinematic viscosity. For an incompressible flow, the mass conservation equation becomes

\[
\vec{\nabla}.\vec{v} = 0.
\]

(3)
The fluid velocity is advanced using a fourth-order–centred scheme in space and a fourth-order Runge-Kutta scheme in time. A divergence-free velocity field is obtained at the end of the time-step by solving a Poisson equation for pressure to correct the predicted velocity. A deflated preconditioned conjugate gradient algorithm is used to solve this Poisson equation. The employed numerical method is described in more details in the Appendix, and additional information can be found in other works.\textsuperscript{38-41} Large eddy simulation (LES) is used to account for possible turbulence in the flow. Large eddy simulation has the ability to predict intermittent flows.\textsuperscript{40,42} In particular, the so-called Sigma subgrid model\textsuperscript{43,44} is well adapted to configurations with weak turbulence, as it has been designed not to add subgrid viscosity in a number of laminar canonical cases. The present fluid solver was validated on the benchmark of idealized cardiovascular device proposed by the US Food and Drug Administration (FDA),\textsuperscript{45} as well as on a variety of test cases.\textsuperscript{35,46,47}

2.2 | Experimental setup

A self-made heart valve model with a rigid frame made with PEEK material and leaflets manufactured as thin polyurethane foil was used. The cylindrical shaped leaflet was heat treated and mechanically closed, enabling to obtain an almost closed design of the valve (see Figure 1A). This valve model was placed inside an aortic anatomy, cast inside a rigid silicone model. The aortic anatomy is based on physiological data, including the 3 sinuses of Valsalva after the calculations by Reul et al.\textsuperscript{48} The aortic root diameter is 25 mm, chosen equal to the outer diameter of the valve model. The ascending aorta is designed with a diameter of 31 mm.

The silicone model with the inserted valve model was connected to a pulse duplicator which consists of a rotatory pump (dp3, Medos Medizintechnik AG, Stolberg, Germany), an adjustable compliance and resistance, tubing and a reservoir with a heating unit. A sketch is shown in Figure 1. Data acquisition and controlling of the pulse duplicator were achieved by in-house written programs (LabVIEW, Austin, Texas). The rotatory pump was controlled by a program which delivers a square-wave signal, leading to an oscillatory rotation of the pump which enables to generate a pulsatile flow allowing the full opening and closure of the valve. As shown in Figure 1, the flow measured by an ultrasonic flow meter downstream of the aortic valve is quasi-periodic with reduced cycle-to-cycle variations (less than 5% of variations). One typical cycle is displayed in Figure 2A. This study focuses on the most challenging phase of the cycle, the systole, when the aortic valve opens and closes.\textsuperscript{13} The pulsatile flow rate thus imposes the periodic opening and closure of the valve, with a small negative flow at the end of the cycle.

In large vessels, the Newtonian assumption for blood rheology is generally considered to be acceptable.\textsuperscript{32} As blood analogue fluid, a transparent solution of 56.4% glycerol and 43.6% water by mass was used inside the flow circuit as

![FIGURE 1 In vitro pulse duplicator designed to manage the flow conditions](image)
FIGURE 2 A, One typical cycle of the flow rate signal measured during the experiment, used as inlet boundary condition of the simulation; B, Stress-strain relationship extracted from the uniaxial tensile test. The material parameters $G$ and $K$ are determined by fitting the simulation with the experiment.

TABLE 1 Parameters of the flow and the valve leaflet

<table>
<thead>
<tr>
<th>Flow parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho = 1100 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>$\mu = 3.6 \times 10^{-3} \text{ Pa.s}$</td>
</tr>
<tr>
<td>Heart rate</td>
<td>$n_{\text{Bpm}} = 60$</td>
</tr>
<tr>
<td>Mean cardiac output</td>
<td>$Q_{\text{mean}} = 3.48 \text{ L/min}$</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>$Re = 1388$</td>
</tr>
<tr>
<td>Womersley number</td>
<td>$W_0 = 17$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Valve parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho_s = 1000 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>$G = 2.4 \text{ MPa}$</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>$K = 1.6 \text{ MPa}$</td>
</tr>
<tr>
<td>Thickness of the leaflet</td>
<td>$e = 0.15 \text{ mm}$</td>
</tr>
<tr>
<td>Radius of the leaflet</td>
<td>$R = 12.5 \text{ mm}$</td>
</tr>
<tr>
<td>Thickness of the frame</td>
<td>$e_f = 1.45 \text{ mm}$</td>
</tr>
</tbody>
</table>

working fluid. At $45^\circ C$, it matches the refractive index of the silicone model to eliminate optical distortions and it possesses a constant viscosity of $3.6 \text{ mPa.s}$. Both the flow and the valve can be characterized by a set of parameters summarized in Table 1.

Determination of the material parameters of the leaflet was conducted by means of experimental tensile tests and parameter identification using the LMGC90 solid mechanics solver. First, an uniaxial tensile test was performed on a stick of polyurethane, giving the stress-strain relationship of the material (see Figure 2B). Then, the experimental tensile test was simulated with the LMGC90 solid mechanics solver. A dedicated algorithm enabled to determine the material parameters which provide the best fit between the experiment and the simulation, as shown in Figure 2B. The quasi-incompressible Neo-Hookean strain energy function introduced in Equation 1 enables a very good representation of the material mechanical behaviour over the range of 0% to 30% deformation.

The movement of the valve leaflets was recorded from the top of the valve by a high-speed camera (CMOS, 1280x1024, 10 bit). Furthermore, two-dimensional PIV measurements were performed to determine the experimental flow field in the centerplane (through the commissure of the valve) of the aortic geometry behind the valve model. A 2-cavity Nd:YLF laser (Pegasus, New Wave Research Inc) operated as light source. The laser light beam is expanded into a thin light sheet of approximately 1 mm thickness by an arrangement of lenses. The laser light illuminates the tracer particles (diameter of 10.5 $\mu\text{m}$, Intelligent Laser Applications, Jülich, Germany), seeded into the circuit and carried by the fluid, twice within a defined time interval $\Delta t$ to obtain pair images. A Nanosense MKIII 1280x1024 CMOS High-Speed camera (IDT, Redlake) with a 105 mm Nikon Makro Nikkor 105 mm F2.8D lens recorded the particle images. The camera was positioned at an angle of 90$^\circ$ to the illuminated laser light plane.
For data acquisition and PIV post-processing, the software Dynamic Studio 2.3 (Dantec Dynamics A/S, Skovlunde, Denmark) was used. Twenty-four cycles were recorded with a time interval $\Delta t$ between the image pairs of 950 $\mu$s to obtain an optimal pixel displacement for further analysis. The data acquisition of the particle images was set to 100 Hz, ie, 100 pair images were recorded per cycle. As calibration method, a target with a millimeter scale aligned with the centerplane, was recorded. With knowledge of the displacement of the particles and the time delay between the image pairs, the velocity can be calculated. For the evaluation, the recorded pair images were divided into small subareas called interrogation areas. By means of statistical methods, ie, adaptive correlation, the local velocity vectors for the pair images were determined. The final interrogation area size is 32x32 pixels with an overlap of 50%. The resolution of the resulting vector field is $0.0425 \times 0.0425$ mm$^2$/px$^2$. The resulting mesh of the PIV data is $63 \times 79$ points (radial/axial).

2.3 | Computational setup

From the computational point of view, the geometry of interest is separated into the solid and the fluid domains. The solid domain is composed of the polyurethane leaflet whose geometry after manufacturing is cylindrical of radius $R$ and thickness $e$. After performing the heat treatment on the valve, the geometry of the leaflet is closed. To reproduce this heat treatment in the numerical simulation, several preprocessing steps were performed: First, a CAD model of the open leaflet before heat treatment were designed; then a structural computation performed with the LMGC90 solver enabled to close the leaflet by imposing a normal pressure onto the outer surface of the leaflet, thus mimicking the mechanical closure performed in the experiment (see Figure 1B). The obtained geometry was then used as the initial and unconstrained leaflet geometry for the FSI computation.

Both the aortic and the stentframe geometry are given by the CAD models of the experimental setup and were used to design the geometry of the fluid domain. The silicone aorta and the stentframe are defined as rigid bodies whose borders are no-slip wall boundary conditions for the fluid domain. The flow is generated using inlet and outlet conditions, imposed far from the zone of interest (displayed in Figure 3). One typical cycle of the flow rate signal measured during the experiment is imposed as a periodic inlet condition (see Figure 2A). Given the relatively high value of the Womersley number ($W_0 = 17$), the assumption of a flat velocity profile is made to impose the inlet flow rate signal. The inlet velocity is imposed as a Dirichlet condition normal to the inlet boundary:

$$V_{in}(t) = -\frac{Q(t)}{S} \vec{n}_0,$$

where $Q(t)$ corresponds to the flow rate displayed in Figure 2A, $S$ is the surface area of the inlet boundary, and $\vec{n}_0$ is the outward normal at the inlet boundary. The outlet is defined as a convective outlet boundary condition:

$$\frac{\delta \vec{v}}{\delta t} + V_{conv} \frac{\delta \vec{v}}{\delta \vec{n}} = 0,$$

where $\vec{n}$ is the outward normal at the outlet boundary, and $V_{conv}$ is the convective velocity, imposed in such a way to meet the global mass conservation. To avoid incoming flow at the outlet boundary, the inlet and outlet boundaries are switched.
depending if the flow rate is positive or negative. The forward flow is thus imposed upstream of the valve, whereas the backward flow is imposed downstream.

The computational zone of interest is displayed in Figure 3. Note that the computational fluid domain is extended both upstream and downstream of this zone of interest, to avoid any undesirable border effects. Two different levels of mesh were considered in the present study. Mesh $M_1$ is the coarse mesh: The fluid mesh is composed of 470 791 tetrahedral elements with a uniform mesh resolution of 1 mm, and the solid mesh is composed of 384 quadratic hexahedral elements with a mesh resolution of 1 mm. Mesh $M_2$ is the fine mesh: The fluid mesh is composed of 3 381 583 tetrahedral elements with a uniform mesh resolution of 0.5 mm, and the solid mesh is composed of 1536 quadratic hexahedral elements with a mesh resolution of 0.5 mm. Note that similar mesh resolutions were used for the fluid and the solid mesh, which is recommended when using the ITBM. We can also evaluate the Pope criterion\textsuperscript{49,50} which is used to estimate the subgrid dissipation caused by the LES filtering, expressed as

$$
\frac{k_{SGS}}{k} = \frac{3}{2} C \left( \frac{\Delta}{\pi L} \right)^{2/3},
$$

where $C = 1.5$, $\Delta = 0.5$ mm being the fluid mesh resolution, and $L = 12.5$ mm being the characteristic length of the largest structures. For the present LES, $k_{SGS}/k = 12\%$ which remains below the $15 − 20\%$ threshold usually used to evaluate if a LES is sufficiently resolved.\textsuperscript{50}

3 | RESULTS

3.1 | Valve dynamics

Figure 4A shows several snapshots of the valve movement recorded from the top by the high-speed camera, extracted over different instants of one cardiac cycle (depicted with red dots on the flow rate curve). Corresponding snapshots of the valve deformation extracted from a typical cycle of the simulation are displayed in Figure 4B. The 3 leaflets are labeled to ease results presentation. The evolution of the opening area of the valve along time is also provided in Figure 4C, as well as the evolution of the tips locations (midpoints of leaflets edges) of the 3 leaflets in Figure 4D.

![Figure 4](image-url)
In both the experiment and the simulation, the valve shows a strong resistance to flexural deformation. The openings of the experimental and simulated valve are comparable. As seen in Figure 4D, the 3 leaflets open simultaneously at the same opening times (between $t_0$ and $t_2$). After complete valve opening (after $t_2$), the 3 leaflets of the experimental valve behave slightly differently. Leaflets 1 and 3 start closing directly after the peak flow rate (which is reached at $t_3$), with an earlier closure for leaflet 3. Conversely, leaflet 2 reaches an equilibrium state indicating a buckling phenomenon. Closure of the leaflet suddenly occurs between $t_6$ and $t_7$, due to the unbuckling of the leaflet resulting from the backflow. In the simulation, the valve opening is followed by a fluttering of the leaflets tips (between $t_2$ and $t_4$) and all the 3 leaflets then reach an equilibrium buckled state. For the cardiac cycle considered, leaflet 1 is the first one to close, followed by leaflet 3, and finally leaflet 2, which closes at the same time as in the experiment (see also snapshots of $t_7$ in Figure 4A,B).

Although the detailed dynamics of the experimental and simulated valves significantly differ regarding the evolution of the tips locations of the 3 leaflets, a good quantitative agreement is obtained regarding the global dynamics given by the evolution of the opening area of the valve (Figure 4C), even when the coarse mesh $M_1$ is considered. The opening area first quickly increases during valve opening, due to the simultaneous opening of the leaflets. The opening section of the valve then gradually decreases, due to the progressive closure of leaflets 1 and 3 in the experiment and due to a reduction of the opening area near the commissures of the valve in the simulation (see the difference between instants $t_4$ and $t_5$ in Figure 4B). While a strong fluttering of the leaflets tips is observed between $t_2$ and $t_4$ (in Figure 4D), a fluttering phenomenon on the opening area evolution is still observed between $t_4$ and $t_6$, induced by the commissures of the valve which fluctuate (not shown).

The dynamics of the leaflet edges during valve opening, valve open position, and valve closure is further analyzed in Figure 5. The shapes of the 3 leaflets are first compared for a given cardiac cycle in Figure 5A. In the experiment, the leaflets open with 2 curvature modes with a clockwise propagating curvature. In the simulation, however, the deformation of the leaflets is symmetric and composed of 3 modes of curvature. Note that such 3-mode openings were already observed in previous experimental studies performed on bioprosthetic heart valves. When the valve is fully open, the curvature of the valve is completely reversed with one unique mode of deformation. A small asymmetry of the experimental valve is observed whereas the simulated valve is perfectly symmetric. During the experimental valve closure, the leaflets recover their closed configuration again with 2 curvature modes, this time with a counterclockwise propagating curvature. In the simulation, the leaflets also close with 2 curvature modes but the curvature propagates either toward one commissure or the other.

To describe the reproductibility of this dynamics over several cardiac cycles, the shape of leaflet 1 is compared for 3 consecutive cycles. It is seen that the dynamics of the experimental valve is virtually reproducible, but the simulated valve exhibits some cycle-to-cycle variations, especially during the valve closure. There is actually no privileged direction, from one cycle to the other, for the propagation of the curvature when the leaflets unbuckle. It is also observed that the order of closure of the leaflets (visible in Figure 4D) can change from one cycle to the other (not shown). These cycle-to-cycle variations...
variations come from the buckling of the leaflets which is a very sensitive and unstable phenomenon. In the experiment, the dynamics of the valve is more reproducible due to the asymmetry of the valve which enables one leaflet only to properly buckle (as seen in Figure 4D).

Figure 6 shows the Von Mises stress distribution in the leaflets obtained from the simulation when the valve is opening, fully open, and closing. Stress patterns are mostly located in the region where the leaflets experience high flexural deformation. Maximum stresses are observed along the junction between leaflets and the rigid frame, particularly in the basal region. In this sense, the 2-mode curvature observed during the opening of the experimental valve (in Figure 5) would minimize the stresses undergone by the valve leaflets compared to the 3-mode curvature observed on the simulated valve.

3.2 | Flow dynamics

The two-dimensional velocity field \((u, v)\) downstream of the valve is reconstructed from the PIV measurements in the centerplane of the aortic geometry, where \(u\) is the streamwise velocity component and \(v\) the transverse velocity component. Instantaneous streamwise velocity fields obtained from the experiment and the simulation are displayed in Figure 7. Four characteristic instants of the cardiac cycle are shown: \(t_2 = 0.20\) s, just before the flow rate reaches its maximum value, referred to as Early Systole (ES) for convenience; \(t_3 = 0.26\) s, when the flow rate is maximum, referred to as Peak Systole (PS); \(t_4 = 0.35\) s, just after the peak flow rate, referred to as Mid-Systole (MS); \(t_5 = 0.55\) s, when the flow rate is decreasing, referred to as Late Systole (LS). The color scale was chosen such that red regions correspond to positive velocity, whereas negative velocity regions appear in blue. The velocity fluctuations downstream of the valve are also investigated by calculating the experimental and numerical streamwise root-mean square velocity fields on 24 successive cardiac cycles, as shown in Figure 8. The local extrema of the velocity root-mean square fields are indicated by different labels (black labels for the experiment, and white labels for the simulation), enabling to identify different flow features. The same labels are reported in the velocity fields of Figure 7 to characterize the source of these fluctuations.

At ES, a jet starts to emerge from the valve. In the experiment, the jet is widely spread compared to the simulation, and seems to be slightly tilted towards the sinus side of the aorta. Fluctuations are observed along the contour of the jet (see labels 1a, 2a, 3a). In the simulation, most of the fluctuations are observed along the leaflet (see label 1b).

At PS, the jet propagates downstream of the valve and grows broader. Flow recirculation is observed along both the sinus and commissure sides of the aorta, as indicated by the negative velocities. Similar fluctuations are observed at different critical locations of the jet structure: at the tip of the leaflet (see labels 5a vs 2b), near to the shear layers generated by the recirculation of the jet (see labels 6a vs 3b and 7a vs 4b), and at the apex of the jet towards the sinus side of the aorta (see labels 8a vs 5b). Regarding the structure of the jet, the flow seems to remain laminar, and the fluctuations of velocity are likely to be related to cycle-to-cycle variations in the shear layer positions and in the dynamics of coherent structures.

At MS, the jet progresses further downstream of the valve, and the recirculation zones get stronger near the aorta wall, both at the commissure and the sinus sides. The flow seems to transition from laminar to turbulent along the shear layers: larger fluctuations are indeed observed at the commissure side (see labels 11a, 12a, 13a vs 6b, 7b) and at the sinus side of the aorta (see labels 14a, 15a vs 8b, 9b), in the wake of the valve. These are indicators of a production of turbulence downstream of the valve. Both for the experiment and the simulation, the maximum fluctuations are observed at the commissure side of the aorta.
At LS, when the flow rate decreases, the jet decelerates and the recirculation velocities decrease. The 2 areas where fluctuations were observed at MS are still identifiable at the commissure side (see labels 16a, 17a, 18a vs 10b, 11b) and sinus side of the aorta (see labels 19a, 20a, 21a vs 12b). These areas are however more spread and start to dissipate downstream of the valve.

The experiment and the simulation results are thus qualitatively in good agreement. The main flow features are similar (both for the coarse mesh $M_1$ and the fine mesh $M_2$). However, the simulation seems to underestimate the backflow induced by the recirculation of the jet compared to the experiment. Note also that the magnitude of the fluctuations observed in the experiment is much higher than in the simulation (with maximum fluctuations of 0.2 m/s in the experiment against 0.04 m/s in the simulation, both for meshes $M_1$ and $M_2$). Moreover, the fluctuations are much more concentrated in the simulation and are conversely more spread in the experiment. This difference is further commented in the discussion section. Note that additional comparisons for a plane with a 6-mm offset from the centerplane are provided in Sigüenza.41
In order to quantitatively compare the experimental flow and the numerical flow, phase-averaged streamwise velocity profiles are displayed in Figure 9. Three successive velocity profiles downstream of the valve are compared, referred to as profile 1 (P1) which is located directly behind the valve, profile 2 (P2) and profile 3 (P3) which are located further downstream of the valve (see Figure 7 for the exact locations). In spite of the high complexity of the flow, the experimental and numerical velocity profiles are generally in a very satisfactory agreement, even when the coarse mesh $M_1$ is used. The fine mesh $M_2$ however seems to provide a better agreement with the experiment. However, few discrepancies are observed. A more pinched numerical velocity profile is observed on P1 when the jet emerges from the valve at ES (see P1-ES). In addition, the simulation does not show the strong backflow observed along the commissure side of the aorta in the experiment (see P2-PS and P1-MS). Note that these differences are robust to the change of mesh, so that they are not the result of an insufficient mesh resolution. These discrepancies were expected given that the detailed dynamics (notably...
the buckling dynamics) of the 3 leaflets differ between the experiment and the simulation (see Figure 4D). Transverse velocity profiles for the same locations are provided in Sigüenza.41

Figure 10A shows iso-surfaces of the instantaneous Q-criterion,53 to visualize instantaneous vortical structures. At ES, vortical structures are shed downstream of the valve commissures, at the tips of the rigid frame. These structures propagate between ES and MS over an annular region in the wake of the valve. At LS, the vortical structures are smaller and spread over the lumen of the aorta. Figure 10B shows iso-surfaces of the fluctuating kinetic energy, defined as

\[ k = \frac{\rho}{2} \left( u_{rms}^2 + v_{rms}^2 + w_{rms}^2 \right). \]  

This enables to better visualize the structure of the velocity fluctuations, partially presented in Figure 8 over cutting planes. At ES, velocity fluctuations are related to the fluctuations of position of the shear layers along the leaflets. On the contrary, at PS, high \( k \) values are related to strong vortices shed downstream of the valve commissures. At PS, the iso-surface of \( k \) demonstrates that fluctuations are much higher downstream of the commissure than downstream of the leaflet tips: Remarkably, the fixed part of the valve generates more turbulence than the leaflets. Between PS and MS, the transition from laminar to turbulent is clearly suspected by the strong increase and presence of high \( k \) levels in the whole wake of the valve. The iso-surface of \( k \) is rather toroidal at MS, showing that the turbulence region is localized in the valve wake. At LS, the \( k \) iso-surface spreads over a wider volume of the aorta, as anticipated from the Q-criterion data.

4 | DISCUSSION

In the present work, a complex fluid-structure interaction problem relevant to the flow of blood passing through the aortic valves has been investigated, both experimentally and numerically. An experimental test rig was set up, consisting of a pulse duplicator which generates a pulsatile flow through a realistic aortic root geometry, in which a model of aortic valve was placed. This constitutes a simplified and numerically reproducible configuration which was simulated with the immersed thick boundary method previously developed by Sigüenza et al.31 This configuration is thus numerically tractable, while taking into account the complex geometries of both the aorta and the trileaflet aortic valve. Experimental and numerical results can thus be meaningfully compared as regards to the FSI between the flow and the flexible leaflets of the valve.

Investigation of the valve dynamics shows similar global dynamics between the experimental and simulated valves. Discrepancies are nonetheless observed when analyzing the individual dynamics of the leaflets, with a 2-mode opening observed in the experiment against a 3-mode opening observed in the simulation. This symmetric 3-mode opening is however expected given the symmetry of the geometry and flow conditions of the computational setup. The non-symmetric
swirl motion observed in the experiment may be explained by the asymmetry observed in the experimental valve, probably induced by the manual heat treatment performed on the leaflets to obtain the closed design of the valve.

Investigation of the flow downstream of the valve shows similar features between the experiment and the simulation. A flow transition to turbulence seems to occur after peak systole, when the flow starts to decelerate. Spots of fluctuating kinetic energy are observed in the wake of the valve, and then spread in the lumen of the aorta. The authors originally expected a maximum level of fluctuations at the sinus side of the aorta, in the wake of the leaflets tips. However, the present study shows that fluctuations are maximum at the commissure side of the aorta. This should be induced by the significant thickness of the rigid frame maintaining the leaflets, which is seen as a backward-facing step known to generate turbulence. Note that experimental and numerical phase-averaged velocity profiles are in good agreement. The simulation however underestimates the levels of velocity fluctuations measured in the experiment, even if it provides a good qualitative agreement with the experiment in terms of velocity fluctuations structure. In the experiment, higher levels of fluctuations are observed upstream of the valve, which indicates a possible production of turbulence of the rotatory pump which is used to generate the flow. In addition, the flow rate measured in the experiment exhibits some cycle-to-cycle variations which are not taken into account in the simulation (the same flow rate is imposed for all the cycles simulated).

Another possible explanation for this discrepancy is the LES filtering which may cut off a part of the turbulent kinetic energy. However, the evaluation of the Pope criterion has revealed that the LES was sufficiently resolved, which cuts off only 12% of the total turbulent kinetic energy.

The few discrepancies observed in the present comparison between the experiment and the simulation point out the complexity of conducting such a combined experimental and numerical study, especially in such a very sensitive configuration involving FSI and buckling. In spite of these discrepancies, the results obtained in this study are very promising, demonstrating the ability of the ITBM to handle such a complex FSI problem. It is important to note that despite several FSI modeling of aortic valve exist in the literature, none of them have been subjected to such an extended experimental validation, including both the dynamics of the valve and the flow field in the vicinity of the valve. The most advanced experimental validation of aortic valve modeling found in the literature is the study of Luraghi et al., which was however only focused on the validation of the valve dynamics. One of the main added value of the present work remains the characterization of the turbulent features of the flow downstream of the valve. Indeed, most of the papers presenting aortic valve computations only consider a few number of cycles, because of the high computational challenge that represents such computations. This makes the investigation of the turbulent flow features quite challenging. This computational challenge has nonetheless been taken up for the first time by the present numerical method, which has been able to simulate 24 cardiac cycles. Still, the present study has some limitations discussed in the following section.

5 | LIMITATIONS

One of the main limitation of the present work is the way the experimental flow conditions are imposed in the simulation. Indeed, the computations have been performed imposing the experimental flow rate signal during the whole cycle. However, as pointed out by Sundaram et al., the use of such boundary conditions introduces a bias in the analysis of the valve dynamics, since only its response to the prescribed flow rate can be analyzed. Studying the valve in its natural environment would require to impose the impedance of the pumping device and of the downstream line, and was not considered by lack of accurate data on the one hand, and because of numerical stability issues on the other hand.

Furthermore, the immersed thick boundary method presently used to handle the FSI coupling suffers from some leakage problems, characterized by a large underestimation of the transvalvular pressure gradient (TPG) compared to the experiment during the backward flow phase (see Table 2, TPG$_{\text{min}}$). There are 2 possible sources for these leakage problems: (1) the poor closure of the valve observed in the simulation, meaning that the valve leaflets never directly get into contact (see Figure 11A); (2) the small permeability of the valve leaflets, which is inherent to the IBM formalism.

<table>
<thead>
<tr>
<th></th>
<th>Experiment</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPG$_{\text{max}}$ (mmHg)</td>
<td>5.28</td>
<td>4.90</td>
</tr>
<tr>
<td>TPG$_{\text{min}}$ (mmHg)</td>
<td>$-93.35$</td>
<td>$-21.05$</td>
</tr>
</tbody>
</table>
Figure 11 shows that the first option is hardly conceivable. When the valve is supposed to be closed at $t = 0.95$ s (see Figure 11A), a small gap between the leaflets still remains. This however does not imply that the flow goes through this gap, and that the valve is leaking. As a matter of fact, the fluid sees the valve through the volumetric force $\mathbf{f}$ which comes from the regularization of the valve mechanical force $\mathbf{F}$ (see Section 2.1). This mechanical force $\mathbf{F}$ is regularized on a patch of fluid elements located at the neighboring of the valve (see Figure 11B), via the smooth discrete Dirac function. One thus easily understands that when there is an overlapping of 2 patches of fluid elements, corresponding to 2 different leaflets, this induces a local repulsion of the valve leaflets which are not able to get closer. As seen in Figure 11B, when the valve is closed at $t = 0.95$ s, the overlapped patches of fluid elements describe a fully closed valve without any gap.

It is thus likely that porous leakage through the leaflets is the origin of the underestimation of the $\text{TPG}_{\text{min}}$. Indeed, the valve may experience continuous leakage during the whole cardiac cycle, because of the errors generated by interpolation procedures of the IBM. The valve leakage is however difficult to quantify and is expected to increase when the valve highly resists to the flow. Given that the valve slightly resists to forward flow and highly resists to backward flow, this would explain the large underestimation of the $\text{TPG}_{\text{min}}$ and the slight underestimation of the $\text{TPG}_{\text{max}}$ (see Table 2).

Despite of these issues which should be addressed in the future, the results obtained in the present work remain valid. They demonstrate the ability of the method to properly represent the valve dynamics and associated TPG during the forward flow phase.
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APPENDIX A

In this section, the numerical method used in the in-house YALES2BIO solver to solve the Navier-Stokes equations is described. In the case of an incompressible flow and assuming a Newtonian fluid, the Navier-Stokes equations and the mass conservation equation read
\[
\begin{align*}
\frac{\partial \vec{v}}{\partial t} + \nabla \cdot (\vec{v} \otimes \vec{v}) &= -\frac{\vec{v} p}{\rho} + \nu \Delta \vec{v} + \vec{f}, \\
\nabla \cdot \vec{v} &= 0.
\end{align*}
\] (A1)

where \(\vec{v}\) is the velocity vector, \(p\) the pressure, and \(\vec{f}\) a possible volumetric force. \(\rho\) and \(\nu\) are the fluid properties, respectively, the density and the kinematic viscosity.

### A.1 The projection method

A projection method\(^{37}\) is used to numerically solve Equation A1. One can write the following time semi-discrete form of Equation A1, considering an Euler explicit scheme:

\[
\begin{align*}
\vec{v}^{n+1} - \vec{v}^n &= -\vec{v}. (\vec{v}^{n} \otimes \vec{v}^{n}) - \frac{\vec{v} p^{n+1}}{\rho} + \nu \Delta \vec{v}^n + \vec{f} \\
\nabla \cdot \vec{v}^{n+1} &= 0.
\end{align*}
\] (A2)

To advance both the velocity \(\vec{v}^{n+1}\) and the pressure \(p^{n+1}\), the velocity \(\vec{v}^*\) is first advanced considering the pressure \(p^n\) at the previous time step:

\[
\begin{align*}
\vec{v}^* - \vec{v}^n &= -\vec{v}. (\vec{v}^{n} \otimes \vec{v}^{n}) - \frac{\vec{v} p^n}{\rho} + \nu \Delta \vec{v}^n + \vec{f}.
\end{align*}
\] (A3)

Subtracting Equation A3 to Equation A2 and taking the divergence of the result yields an equation for pressure (in which the mass conservation constraint has been applied, \(\nabla \cdot \vec{v}^n + 1 = 0\)):

\[
\frac{\Delta (p^{n+1} - p^n)}{\rho} = \vec{v}. \vec{v}^*.
\] (A4)

The pressure \(p^{n+1}\) is thus advanced by solving the Poisson equation of Equation A4, using a deflated preconditioned conjugate gradient (DPCG) algorithm.\(^{38,39}\) The first estimation of the velocity \(\vec{v}^*\) is then corrected by the calculated pressure \(p^{n+1}\), yielding the final velocity \(\vec{v}^{n+1}\):

\[
\vec{v}^{n+1} = \vec{v}^* - \frac{\Delta (p^{n+1} - p^n)}{\rho}.
\] (A5)

### A.2 Time advancement

The time advancement of the velocity \(\vec{v}^*\) is performed using a fourth-order Runge-Kutta scheme in time (RK4).\(^{55}\) Rewriting Equation A3 as

\[
\frac{\vec{v}^* - \vec{v}^n}{\Delta t} = f (\vec{v}^n, p^n),
\] (A6)

the velocity \(\vec{v}^*\) is advanced such as

\[
\begin{align*}
\vec{v}^{(1)} &= \vec{v}^n + \frac{1}{4} \Delta t f (\vec{v}^n, p^n), \\
\vec{v}^{(2)} &= \vec{v}^n + \frac{1}{2} \Delta t f (\vec{v}^{(1)}, p^n), \\
\vec{v}^{(3)} &= \vec{v}^n + \frac{3}{4} \Delta t f (\vec{v}^{(2)}, p^n), \\
\vec{v}^* &= \vec{v}^n + \Delta t f (\vec{v}^{(3)}, p^n).
\end{align*}
\] (A7)

### A.3 Finite-volume spatial discretization

The finite-volume method (FVM) is used for the spatial discretization, which is based on the integration of the equations on small polyhedral control volumes, called dual volumes. The definition of the dual volume \(V_j\) associated to node \(j\) of an unstructured hybrid mesh is illustrated in Figure A1.
FIGURE A1 Dual volume $V_j$ created around the node $j$ of an unstructured hybrid mesh by linking the centroids of the neighboring elements (red dots) and the centers of the edges containing node $j$ (blue dots).

The integration of a quantity $\phi$ over the dual volume $V_j$ is expressed as

$$\phi_{V_j} = \frac{1}{V_j} \int_{V_j} \phi \, dV.$$ (A8)

Integrating the momentum equation over each dual volume $V_j$ gives

$$\frac{\partial \vec{v}_{V_j}}{\partial t} - \frac{\vec{f}_{V_j}}{\rho} = \frac{1}{V_j} \int_{V_j} \vec{\nabla} \cdot \left[ - (\vec{v} \otimes \vec{v}) - \frac{p}{\rho} \mathbb{I} + \nu \left( \frac{\vec{\nabla} \vec{v}}{\rho} + \frac{\vec{\nabla} \vec{v}^T}{\rho} \right) \right] \, dV, \quad (A9)$$

where $\mathbb{I}$ is the identity matrix. Using the Green-Ostrogradski theorem, Equation A9 can be written as

$$\frac{\partial \vec{v}_{V_j}}{\partial t} - \frac{\vec{f}_{V_j}}{\rho} = \frac{1}{V_j} \oint_{S_j} \overline{\psi} \cdot \vec{n} \, dS, \quad (A10)$$

with

$$\overline{\psi} = - (\vec{v} \otimes \vec{v}) - \frac{p}{\rho} \mathbb{I} + \nu \left( \frac{\vec{\nabla} \vec{v}}{\rho} + \frac{\vec{\nabla} \vec{v}^T}{\rho} \right).$$

$S_j$ represents the surface bordering the dual volume $V_j$ and $\vec{n}$ the vector normal to this surface. The surface integral of the flux $\overline{\psi}$ represents a transport of momentum towards neighboring control volumes and illustrates the conservative nature of the Navier-Stokes equations. The right-hand side of Equation A10 is approximated as follows:

$$\frac{1}{V_j} \oint_{S_j} \overline{\psi} \cdot \vec{n} \, dS = \frac{1}{V_j} \sum_{k \leftrightarrow j} \overline{\psi}_{jk} \cdot \vec{S}_{jk}, \quad (A11)$$

where $\vec{S}_{jk}$ represents the non-normalized vector normal to the surface patch of the dual volume $V_j$ attributed to the pair $(j, k)$, and $\overline{\psi}_{jk}$ the flux through this surface patch, which can be basically expressed as
This expression of the flux \( \psi_{jk} \) makes the scheme second-order accurate for regular meshes, and only first-order accurate for irregular meshes,\(^5\) potentially implying important diffusion and dispersion errors. High-order schemes enable to reduce these numerical errors, and are thus generally less dissipative.

A fourth-order and low-dissipative spatial scheme has thus been developed within the YALES2BIO flow solver. It is based on a deconvolution of the finite-volume integration.\(^5\) Indeed, when using the FVM, the nodal values \( \phi_j \) associated to the quantity \( \phi \) are not directly known, only their integral \( \phi_{V_j} \) over the control volumes \( V_j \) are known. The development of a high-order scheme however requires writing this nodal value \( \phi_j \) in an accurate way. The deconvolution thus enables to write the nodal value \( \phi_j \) as a function of the integrated quantity \( \phi_{V_j} \) and its successive derivatives, using a Taylor-series development. The nodal values \( \phi_j \) and \( \phi_k \) are then used to express the value \( \phi_{jk} \) associated to the surface patch of the dual volume \( V_j \) attributed to the pair \((j, k)\). The high-order scheme necessitates to pre-calculate the derivatives of \( \phi \) at the nodes, which increases the stencil of the spatial scheme.